
Explaining 𝑘-Nearest Neighbors:

Abductive and Counterfactual Explanations

Pablo Barceló

IMC PUC, IMFD, CENIA

pbarcelo@ing.uc.cl

Alexander Kozachinskiy

CENIA

alexander.kozachinskyi@cenia.cl

Miguel Romero Orth

DCC PUC, CENIA

mgromero@uc.cl

Bernardo Subercaseaux

Carnegie Mellon University

bersub@cmu.edu

José Verschae

IMC PUC

jverschae@uc.cl

December 12, 2024

Abstract

Despite the wide use of 𝑘-Nearest Neighbors as classification models, their explainability properties

remain poorly understood from a theoretical perspective. While nearest neighbors classifiers offer in-

terpretability from a “data perspective”, in which the classification of an input vector �̄� is explained by

identifying the vectors �̄�1 , . . . , �̄�𝑘 in the training set that determine the classification of �̄�, we argue that

such explanations can be impractical in high-dimensional applications, where each vector has hundreds

or thousands of features and it is not clear what their relative importance is. Hence, we focus on under-

standing nearest neighbor classifications through a “feature perspective”, in which the goal is to identify how

the values of the features in �̄� affect its classification. Concretely, we study abductive explanations such as

“minimum sufficient reasons”, which correspond to sets of features in �̄� that are enough to guarantee its

classification, and counterfactual explanations based on the minimum distance feature changes one would

have to perform in �̄� to change its classification. We present a detailed landscape of positive and negative

complexity results for counterfactual and abductive explanations, distinguishing between discrete and

continuous feature spaces, and considering the impact of the choice of distance function involved. Finally,

we show that despite some negative complexity results, Integer Quadratic Programming and SAT solving

allow for computing explanations in practice.

1 Introduction
Nearest Neighbor classification. 𝑘-Nearest Neighbor (𝑘-NN) classification is one of the most widely used

supervised learning techniques [14]. In 𝑘-NN classification, we assume a set of points 𝑆 over a metric

space, where each point has already been labeled as either positive or negative. Then, a new point �̄� is

classified as either positive or negative by taking the majority label of its 𝑘 closest neighbors in 𝑆. The

study of 𝑘-NN classification has been a recurring focus in the data management community, encompassing

extensive research on its behavior in high-dimensional spaces [13, 30, 56] and its properties when dealing

with uncertain data [1,2,22]. Considerable effort has also been directed toward the development of efficient

algorithms and data structures to enable scalable NN queries [3, 53]. As of late, 𝑘-NN has also become

key to several search and retrieval problems in vector databases [40]. For example, in Retrieval-Augmented
Generation (RAG) systems, the goal is to identify the most relevant sections of a document for a given query.

This is achieved by performing a nearest-neighbor query within a textual-embedding space.

1

pbarcelo@ing.uc.cl
alexander.kozachinskyi@cenia.cl
mgromero@uc.cl
bersub@cmu.edu
jverschae@uc.cl


Formal explainability. Emerging data-driven applications, particularly those leveraging machine learning

systems, are introducing new demands on classification methods. One of the most critical requirements

is explainability: in many high-stakes applications, it is not enough for classifiers to be accurate; they must

also provide clear and understandable explanations for their decisions [7]. A significant milestone in this

field has been the development of formal frameworks for explainability. The advantages of adopting such a

principled approach have been comprehensively outlined in a recent survey [48]. Two prominent examples

of this methodology are:

• Abductive explanations: These aim to identify a small subset of components in the input �̄� that is

sufficient to justify the classifier’s output for �̄� [18,35,51]. More formally, an abductive explanation for

�̄� with respect to a given classifier is a subset 𝑋 of the components of �̄� such that every input �̄� that

coincides with �̄� over the components in 𝑋 is classified in the same way by the classifier. Abductive

explanations are also called sufficient reasons [55]. One then aims to find sufficient reasons for �̄� that

are minimum in terms of their cardinality.

• Contrastive explanations: These focus on the robustness of a classification, examining how much a

given point �̄� must be altered to change the output of the classifier [8,25]. More formally, a contrastive
explanation at distance 𝑝 from �̄�, with respect to a given classifier, is another input �̄� such that ∥ �̄�− �̄�∥ ≤ 𝑝
and �̄� is classified differently from �̄�.

Why feature-based explanations for 𝑘-NNs? Traditionally, 𝑘-NN models are considered "self-interpretable"

because they identify a subset of training data that determines a new input’s classification [49]. However,

this view is overly simplistic, as interpretability depends on whether individual instances and their features

are understandable [44,49]. In high-dimensional settings, the 𝑘 nearest neighbors may already be too com-

plex for direct human interpretation. Similar challenges arise in other classifiers like decision trees, often

viewed as "self-interpretable". This has spurred research into concise, feature-based explanations—such

as abductive and counterfactual ones [36]. As the next example shows, applying this approach to NN

classification yields meaningful insights.

Example 1. Consider a 1-NN classifier trained on a subset of the MNIST dataset containing digits 4 and 9. The
test image in Figure 1a is correctly classified as a 4 based on its NN in Figure 1b, while its closest counterfactual,
shown in Figure 1c, is classified as a 9 due to its NN in Figure 1d. The explanation for why the test image is not
classified as a 9, highlighted in Figure 1e, identifies 13 pixels that correspond to key differences in the digit’s structure.
This counterfactual explanation reveals the minimal changes, among the dataset’s 784 features, needed to alter the
classification. □

Context. The algorithmic aspects of computing abductive and counterfactual explanations for ML models

have garnered significant attention in recent years [4–6, 9–11, 15, 17, 29, 32–34, 37–39, 45–47, 55, 57]. These ef-

forts have explored the computational cost of generating explanations across various ML models, including

decision trees, binary decision diagrams, Bayesian networks, neural networks, and graph-based classifiers.

Surprisingly, despite the foundational importance of 𝑘-NN in machine learning and data management, the

literature on explainability for 𝑘-NN classifiers remains sparse. The few existing works primarily adopt

operational approaches, leveraging mixed integer programming and constraint programming techniques

to solve relevant explainability problems [24, 42]. However, the theoretical complexity of computing expla-

nations for 𝑘-NN models remains an unexplored question, which constitutes a critical gap in the field. In

particular, we do not know which of these problems are computationally intractable, and thus can only be

approached by applying modern solvers technology for satisfiability or integer programming problems.

Our contributions We perform an analysis of the complexity of checking and computing explanations

for 𝑘-NN classifiers in two common settings: (a) the continuous setting, where points are vectors of real

numbers, and the distance is based on the ℓ𝑝-norm for some integer 𝑝 > 0, and (b) the discrete setting, where

points are Boolean vectors, and the Hamming distance is used.
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(a) Test image. (b) Nearest neighbor of (a). (c) Closest counterfactual. (d) Nearest neighbor of (c).

(e) Diff. map between (a) and (c). (f) Diff. map between (a) and (b). (g) Diff. map between (c) and (d).

Figure 1: Illustration of a counterfactual explanation for an image of digit 4 in the binarized MNIST dataset,

which after changing 13 pixels is classified as a 9.

• We start by studying the complexity of checking for the existence of sufficient reasons of a certain size.

We show that this problem is NP-hard in both the discrete and continuous settings. In the latter case,

hardness holds for every distance ℓ𝑝 , where 𝑝 is a positive integer.

• We next examine the continuous setting to assess tractability for the remaining problems. Focusing on

the ℓ2 and ℓ1 distances, two of the most commonly used metrics in practice, we show that tractability

heavily depends on the chosen metric.

– For the ℓ2-distance, several positive results are established. First, we prove that the problem of

checking the existence of a counterfactual explanation at a certain distance is tractable. Further-

more, if such a counterfactual explanation exists, at least one can be computed in polynomial

time. Next, we examine the problem of checking if a subset of components from an input �̄� con-

stitutes a sufficient reason and prove that this problem is also tractable. Consequently, a minimal
sufficient reason for �̄�—where minimality refers to set containment—can always be computed in

polynomial time.

– We then examine the ℓ1-distance and show that not all positive results derived for the ℓ2-distance

carry over. Specifically, checking the existence of a counterfactual explanation at a certain distance

becomes NP-hard in this case. However, for a 𝑘-NN classifier with 𝑘 = 1, a minimal sufficient

reason for input �̄� can still be computed in polynomial time.

• Afterwards, we consider the discrete setting and show that it resembles the behavior observed for

the ℓ1-distance in the continuous setting. Specifically: (a) checking the existence of a counterfactual

explanation at a certain distance is NP-hard, and (b) for a 𝑘-NN classifier with 𝑘 = 1, a minimal
sufficient reason for an input �̄� can be computed in polynomial time. However, this property does

not generalize beyond 𝑘 = 1. In particular, even checking if a subset of components of an input �̄� is

a sufficient reason for a 3-NN classifier is NP-hard. Our results also imply hardness for computing

minimal sufficient reasons, in the case 𝑘 ≥ 3.

• We present a preliminary analysis of computing explanations for 𝑘-NN when 𝑘 = 1, addressing

both polynomial-time and NP-hard problems. For the latter, we employ two standard approaches:

Integer Quadratic Programming (IQP) and SAT-solving (SAT). While Mixed Integer Programming

(MIP) for counterfactual explanations was previously explored [16], our SAT encoding is novel and

utilizes a recent solver with native support for cardinality constraints [50]. Interestingly, even for

NP-hard problems, explanations for datasets with hundreds of features and thousands of points can

be computed in under two minutes.
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Organization of the paper Basic definitions are provided in Section 2, and the explainability problems are

discussed in Section 3. Negative results concerning minimum sufficient reasons are presented in Section 4.

Additional results for the continuous setting, based on the ℓ2-distance, are covered in Section 5, while those

for the ℓ1-distance are detailed in Section 6. Results for the discrete setting appear in Section 7. Experimental

results are discussed in Section 8, while final remarks are included in Section 9.

2 Definitions

Basics We consider pairs of the form (𝑀, 𝐷), called metric space families, in which 𝑀 is a set and 𝐷 = {𝑑𝑛 |
𝑛 > 0} satisfies that 𝑑𝑛 : 𝑀𝑛 × 𝑀𝑛 → R is a metric (often referred as distance) on 𝑀𝑛

, for every 𝑛 > 0.

Elements in 𝑀𝑛
are called vectors, and are typically denoted as �̄� , �̄� , �̄�. For 𝑖 ∈ {1, . . . , 𝑛}, we write �̄�[𝑖] to

denote the 𝑖th component of vector �̄�.

Metric spaces studied in the paper In this article, we focus on two particular cases for the metric space

families of the form (𝑀, 𝐷):
• Continuous case: Here 𝑀 = R and 𝐷 = {𝑑𝑛 | 𝑛 > 0} satisfies that there exists an integer 𝑝 > 0 such that

the distance 𝑑𝑛 is the one based on the ℓ𝑝-norm over R𝑛 , for every 𝑛 > 0. In this particular case, we

denote 𝐷 as 𝐷𝑝 .

• Discrete case: Here 𝑀 = {0, 1} and 𝐷 = {𝑑𝑛 | 𝑛 > 0} satisfies that 𝑑𝑛 is the Hamming distance on

{0, 1}𝑛 . That is, if �̄� , �̄� ∈ {0, 1}𝑛 , then 𝑑𝑛(�̄� , �̄�) is the number of components 𝑖 ∈ {1, . . . , 𝑛} for which

�̄�[𝑖] ≠ �̄�[𝑖]. In this case, we denote 𝐷 as 𝐷𝐻 .

Nearest neighbor classification We fix a metric space family (𝑀, 𝐷) as defined above. Let 𝑘 be a fixed odd

integer. Consider two subsets 𝑆+ and 𝑆− of 𝑀𝑛
, for 𝑛 > 0, where vectors in 𝑆+ represent positive examples,

and vectors in 𝑆− represent negative examples. For the pair (𝑀, 𝐷), we aim to construct a 𝑘-Nearest Neighbor
(𝑘-NN) classification function

𝑓 𝑘𝑆+ ,𝑆− : 𝑀𝑛 → {0, 1},
such that 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) = 1 if and only if the majority of the 𝑘 closest points to �̄� in 𝑆+∪𝑆− are positive. However,

the set of 𝑘 closest points may not always be uniquely defined, as multiple points can have the same distance

from �̄�. To address this, we define 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1 if and only if there is a subset 𝑇 ⊆ 𝑆+ ∪ 𝑆− of size 𝑘 such

that the majority of points of 𝑇 belong to 𝑆+ and 𝑑𝑛(�̄� , �̄�) ≤ 𝑑𝑛(�̄� , �̄�) for all �̄� ∈ 𝑇 and �̄� ∈ (𝑆+ ∪ 𝑆−) \ 𝑇.

This approach is sometimes referred to as an optimistic view of 𝑘-NN classification, as it favors sets that

classify �̄� as positive when there is ambiguity in the selection of 𝑘 closest points [16]. In some proofs we use

the following characterization of the optimistic 𝑘-NN classification function, which is immediate from the

definition:

Proposition 1. (a) We have 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1 if and only if there exist 𝐴 ⊆ 𝑆+ of size (𝑘 + 1)/2 and 𝐵 ⊆ 𝑆− of size at

most (𝑘 − 1)/2 such that 𝑑𝑛(�̄� , �̄�) ≤ 𝑑𝑛(�̄� , 𝑐) for every �̄� ∈ 𝐴 and 𝑐 ∈ 𝑆− \ 𝐵.
(b) We have 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) = 0 if and only if there exist 𝐴 ⊆ 𝑆− of size (𝑘 + 1)/2 and 𝐵 ⊆ 𝑆+ of size at most (𝑘 − 1)/2
such that 𝑑𝑛(�̄� , �̄�) < 𝑑𝑛(�̄� , 𝑐) for every �̄� ∈ 𝐴 and 𝑐 ∈ 𝑆+ \ 𝐵.

3 Problems

3.1 Decision problems
We consider a metric space family (𝑀, 𝐷) with 𝐷 = {𝑑𝑛 | 𝑛 > 0}. We present the different sorts of

explanation studied in this paper and their associated decision problems.
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Abductive explanations Consider an input vector �̄� ∈ 𝑀𝑛
. The goal in this case is to find a set 𝑋 of

components over {1, . . . , 𝑛} that suffice to explain the output of the 𝑘-NN classification function 𝑓 𝑘
𝑆+ ,𝑆− on �̄�.

Intuitively, this means that every input vector �̄� that coincides with �̄� over the components in 𝑋 is classified

in the same way by 𝑓 𝑘
𝑆+ ,𝑆− . We formalize these ideas next using the well-known notion of sufficient reason.

Fix an odd integer 𝑘 ≥ 1. Consider then two sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛
and an input vector �̄� ∈ 𝑀𝑛

. Let

𝑋 ⊆ {1, . . . , 𝑛}. We call 𝑋 a sufficient reason for �̄� with respect to 𝑓 𝑘
𝑆+ ,𝑆− , if

𝑓 𝑘𝑆+ ,𝑆−(�̄�) = 𝑓 𝑘𝑆+ ,𝑆−(�̄�), for every �̄� ∈ 𝑀𝑛
that satisfies �̄�[𝑖] = �̄�[𝑖], for each 𝑖 ∈ 𝑋.

The most basic decision problem in this case is verifying if an 𝑋 ⊆ {1, . . . , 𝑛} is in fact a sufficient reason for

�̄�. This leads to the following problem.

PROBLEM : 𝑘-Check Sufficient Reason(𝑀, 𝐷)
INPUT : Two sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛

, a vector �̄� ∈ 𝑀𝑛
, an 𝑋 ⊆ {1, . . . , 𝑛}

OUTPUT : Yes, if 𝑋 is a sufficient reason for �̄� with respect to 𝑓 𝑘
𝑆+ ,𝑆−

Not all sufficient reasons are equally informative. For instance,𝑋 = {1, . . . , 𝑛} is always a sufficient reason

for �̄�, but arguably a very uninformative one. It is then natural to look for minimum sufficient reasons, that

is, sufficient reasons that are as small as possible in terms of their cardinality. This is formalized by the next

decision problem.

PROBLEM : 𝑘-Minimum Sufficient Reason(𝑀, 𝐷)
INPUT : Two sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛

, a vector �̄� ∈ 𝑀𝑛
, an integer ℓ > 0

OUTPUT : Yes, if there is a sufficient reason 𝑋 for �̄� w.r.t. 𝑓 𝑘
𝑆+ ,𝑆− with |𝑋 | ≤ ℓ

When the problem of checking minimum sufficient reasons is computationally hard, one might be

satisfied with finding a minimal one, i.e., one that does not properly contain another sufficient reason.

Formally, if 𝑋 is a sufficient reason for �̄� with respect to 𝑓 𝑘
𝑆+ ,𝑆− , then 𝑋 is minimal if there is no sufficient

reason 𝑌 for �̄� with respect to 𝑓 𝑘
𝑆+ ,𝑆− that satisfies 𝑌 ⊊ 𝑋. Clearly, every minimum sufficient reason is also

minimal, but the converse does not hold in general as shown next.

Example 2. We consider the discrete setting. Assume that 𝑆+ = {(0, 1, 1), (1, 0, 1), (1, 1, 1)} and 𝑆− = {0, 1}3 \ 𝑆+.
It is easy to see that both sets {1, 2} and {3} of components are sufficient reasons for �̄� = (0, 0, 0) with respect to 𝑓 𝑘

𝑆+ ,𝑆− ,
for every odd integer 𝑘 ≥ 1. This is because every vector �̄� for which �̄�[1] = �̄�[2] = 0, or for which �̄�[3] = 0, belongs
to 𝑆−, and thus 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) = 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 0. Moreover, neither {1} nor {2} nor ∅ are sufficient reasons for �̄�. Hence,

{1, 2} and {3} are minimal sufficient reasons for �̄� = (0, 0, 0), but only {3} is a minimum one. □

This motivates our next decision problem.

PROBLEM : 𝑘-Minimal Sufficient Reason(𝑀, 𝐷)
INPUT : Two sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛

, a vector �̄� ∈ 𝑀𝑛
, an 𝑋 ⊆ {1, . . . , 𝑛}

OUTPUT : Yes, if 𝑋 is a minimal sufficient reason for �̄� w.r.t. 𝑓 𝑘
𝑆+ ,𝑆−

It is easy to observe that a greedy strategy turns a polynomial time algorithm for 𝑘-Check Sufficient

Reason into a polynomial time algorithm for 𝑘-Minimal Sufficient Reason.

Proposition 2. For any 𝑘, 𝑀, 𝐷, the 𝑘-Minimal Sufficient Reason(𝑀, 𝐷) problem reduces in polynomial time to
𝑘-Check Sufficient Reason(𝑀, 𝐷).
Proof. If a set is a sufficient reason, then all its supersets are. Hence, to decide if 𝑋 ⊆ {1, . . . , 𝑛} is a minimal

sufficient reason, it suffices to check if 𝑋 is a sufficient reason, and then check, for each subset 𝑋 \ {𝑖}
obtained by removing one element 𝑖 ∈ 𝑋, that 𝑋 \ {𝑖} is not a sufficient reason. □
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Input point �̄�

Optimal counterfactual �̄�

Figure 2: Illustration of an minimum distance counterfactual explanation overR2
in the ℓ2 metric. Blue (red)

areas are classified negatively (positively).

Counterfactual explanations These are explanations that aim to find what should be changed from an

input vector �̄� in order to obtain a different classification outcome. Typically, one aims to find counterfactual

explanations that are not “too far” from �̄�, which is formalized by saying that the distance between �̄� and

its counterfactual explanation is bounded.

Fix an odd integer 𝑘 ≥ 1. Given sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛
and �̄� ∈ 𝑀𝑛

, a counterfactual explanation for �̄� with
respect to 𝑓 𝑘

𝑆+ ,𝑆− is a vector �̄� ∈ 𝑀𝑛
with 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) ≠ 𝑓 𝑘
𝑆+ ,𝑆−(�̄�). We look for counterfactual explanations that

are close to the vector �̄�. This leads to the following decision problem.

PROBLEM : 𝑘-Counterfactual Explanation(𝑀, 𝐷)
INPUT : Two sets 𝑆+ , 𝑆− ⊆ 𝑀𝑛

, a vector �̄� ∈ 𝑀𝑛
, a rational ℓ > 0

OUTPUT : Yes, if there is a counterfactual explanation �̄� for �̄� with respect

to 𝑓 𝑘
𝑆+ ,𝑆− such that 𝑑𝑛(�̄� , �̄�) ≤ ℓ

Thus, Counterfactual Explanation asks whether it is possible to find a vector �̄� that is relatively close

to �̄� and that is classified differently than �̄� under 𝑓 𝑘
𝑆+ ,𝑆− . For instance, in the discrete case this asks if it is

possible to “flip” the classification of �̄� by “flipping” at most ℓ of its components. Figure 2 illustrates how

counterfactuals look in the continuous setting under the ℓ2-distance.

3.2 Computation problems
For simplicity, we focus our complexity analysis on the decision problems introduced above. However,

in the context of explainable AI, it is, of course, more important to compute an optimal explanation (if

one exists). Our study, however, also sheds light on the computational problem. In fact, as shown in

the explainability literature, the hardness of a decision problem often implies hardness for its associated

computation problem [5]. Conversely, the tractability of a decision problem often implies that the associated

computation problem can be solved in polynomial time. In this paper, we show that all our tractability

results extend from decision to computation.

4 Minimum Sufficient Reasons
In this section, we show that 𝑘-Minimum Sufficient Reason is NP-hard for both the continuous and the

discrete setting, for every odd integer 𝑘 ≥ 1. In the continuous case, hardness holds regardless of the norm

being used.
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Theorem 1. The following statements hold:

1. The problem 𝑘-Minimum Sufficient Reason(R, 𝐷𝑝) is NP-hard, for every fixed odd integer 𝑘 ≥ 1 and integer
𝑝 > 0.

2. The problem 𝑘-Minimum Sufficient Reason({0, 1}, 𝐷𝐻) is NP-hard, for every fixed odd integer 𝑘 ≥ 1.

Proof. We start by proving (1), and then derive (2) by a modification of the proof. We reduce from the

well-known NP-complete Vertex Cover problem: given an undirected graph 𝐺 = (𝑉, 𝐸), and an integer ℓ ≥ 0,

check whether there is a vertex cover 𝐶 in 𝐺 of size |𝐶 | ≤ ℓ . Recall that a vertex cover is a subset of nodes

𝐶 ⊆ 𝑉 such that every edge in 𝐸 has an endpoint in 𝐶.

Given an instance of Vertex Cover, we construct an instance of the problem 𝑘-Minimum Sufficient

Reason(R, 𝐷𝑝) as follows. Assume that 𝑉 = {1, . . . , 𝑛} and 𝐸 = {𝑒1 , . . . , 𝑒𝑚}, for 𝑛, 𝑚 ≥ 1. Suppose that 𝑛
is the vector dimension, and take �̄� = (0, . . . , 0) ∈ R𝑛 . Choose (𝑘 + 1)/2 numbers such that 1/2 > 𝜀1 > · · · >
𝜀(𝑘+1)/2 > 0. For each 𝑗 ∈ {1, . . . , 𝑚}, and ℎ ∈ {1, . . . , (𝑘 + 1)/2}, we define the vector �̄� 𝑗 ,ℎ ∈ R𝑛 such that

�̄� 𝑗 ,ℎ[𝑖] = 1 + 𝜀ℎ if 𝑒 𝑗 is incident to the vertex 𝑖, and �̄� 𝑗 ,ℎ[𝑖] = 0, otherwise. We also define:

𝑆− = {�̄� 𝑗 ,ℎ | 𝑗 ∈ {1, . . . , 𝑚}, ℎ ∈ {1, . . . , (𝑘 + 1)/2}}.

For �̄� 𝑗 ,ℎ , we denote by �̄�1
𝑗 ,ℎ

and �̄�2
𝑗 ,ℎ

, the vectors obtained from �̄� 𝑗 ,ℎ by changing the first and second component

1 + 𝜀ℎ , respectively, by 𝜀ℎ , and keeping the remaining vector components unchanged. We finally define:

𝑆+ =
⋃
𝑗 ,ℎ

{�̄�1𝑗 ,ℎ , �̄�
2
𝑗 ,ℎ}.

Note that 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1, as for every �̄�𝑎

𝑗,(𝑘+1)/2 ∈ 𝑆+ and �̄� 𝑗′ ,ℎ ∈ 𝑆−:

∥ �̄�𝑎
𝑗,(𝑘+1)/2∥

𝑝
𝑝 = 𝜀

𝑝

(𝑘+1)/2 + (1 + 𝜀(𝑘+1)/2)𝑝 < 2(1 + 𝜀ℎ)𝑝 = ∥ �̄� 𝑗′ ,ℎ ∥𝑝𝑝 .

We claim that there is a vertex cover 𝐶 with |𝐶 | ≤ ℓ if and only if there is a sufficient reason 𝑋 for �̄� with

respect to 𝑓 𝑘
𝑆+ ,𝑆− such that |𝑋 | ≤ ℓ . Suppose first there is such a vertex cover 𝐶 ⊆ {1, . . . , 𝑛}. We show that 𝐶

is a sufficient reason. Let �̄� ∈ R𝑛 be an arbitrary vector such that �̄�[𝑖] = �̄�[𝑖] = 0, for all 𝑖 ∈ 𝐶. We show that

there is an inyective function 𝑔 : 𝑆− → 𝑆+ such that for every �̄� ∈ 𝑆−, we have ∥ �̄� − �̄�∥𝑝𝑝 > ∥ �̄� − 𝑔(�̄�)∥𝑝𝑝 , and

hence 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1 as required. Let �̄� 𝑗 ,ℎ ∈ 𝑆−. Since 𝐶 is a vertex cover, one of the endpoints of 𝑒 𝑗 is in 𝐶 and

then there is 𝑖 ∈ 𝐶 such that �̄� 𝑗 ,ℎ[𝑖] = 1 + 𝜀ℎ . Pick one such 𝑖, and define 𝑔(�̄� 𝑗 ,ℎ) ∈ 𝑆+ as the vector resulting

from �̄� 𝑗 ,ℎ by changing �̄� 𝑗 ,ℎ[𝑖] to 𝜀ℎ . The function 𝑔 is inyective:

• for �̄� 𝑗 ,ℎ , �̄� 𝑗′ ,ℎ′ ∈ 𝑆− with 𝑗 ≠ 𝑗′, we have 𝑔(�̄� 𝑗 ,ℎ) ≠ 𝑔(�̄� 𝑗′ ,ℎ′) as their non-zero components differ; and

• for �̄� 𝑗 ,ℎ , �̄� 𝑗 ,ℎ′ ∈ 𝑆− with ℎ ≠ ℎ′, we have 𝑔(�̄� 𝑗 ,ℎ) ≠ 𝑔(�̄� 𝑗 ,ℎ′) as 𝜀ℎ ≠ 𝜀ℎ′ .

Since �̄� 𝑗 ,ℎ and 𝑔(�̄� 𝑗 ,ℎ) only differ in one component 𝑖 ∈ 𝐶, we have

∥ �̄� − �̄� 𝑗 ,ℎ ∥𝑝𝑝 > ∥ �̄� − 𝑔(�̄� 𝑗 ,ℎ)∥𝑝𝑝 ⇐⇒ | �̄�[𝑖] − (1 + 𝜀ℎ)|𝑝 > | �̄�[𝑖] − 𝜀ℎ |𝑝 ⇐⇒ (1 + 𝜀ℎ)𝑝 > 𝜀
𝑝

ℎ
,

and then 𝑔 satisfied the required conditions.

Assume now that 𝑋 ⊆ {1, . . . , 𝑛} is a sufficient reason with |𝑋 | ≤ ℓ . We show that 𝑋 is a vertex cover

of 𝐺. By contradiction, suppose there is an edge 𝑒 𝑗 ∈ 𝐸 whose endpoints are not in 𝑋. Then the vector �̄� 𝑗 ,1

satisfies that �̄� 𝑗 ,1[𝑖] = �̄�[𝑖] = 0 for all 𝑖 ∈ 𝑋. We claim that 𝑓 𝑘
𝑆+ ,𝑆−(�̄� 𝑗 ,1) = 0, which is a contradiction. This

follows from the fact that ∥ �̄� 𝑗 ,1 − �̄� 𝑗 ,ℎ ∥𝑝𝑝 < ∥ �̄� 𝑗 ,1 − �̄�𝑎
𝑗′ ,ℎ′ ∥

𝑝
𝑝 , for every ℎ ∈ {1, . . . , (𝑘 + 1)/2} and �̄�𝑎

𝑗′ ,ℎ′ ∈ 𝑆+.

Indeed, since �̄�𝑎
𝑗′ ,ℎ′ contains at most one component with value 1 + 𝜀ℎ′ , and �̄� 𝑗 ,1 has two components with

value 1 + 𝜀1, we have:

∥ �̄� 𝑗 ,1 − �̄�𝑎𝑗′ ,ℎ′ ∥
𝑝
𝑝 ≥ (1 + 𝜀1 − 𝜀ℎ′)𝑝 ≥ 1 ≥ 2

(
1

2

)𝑝
> 2(𝜀1 − 𝜀ℎ)𝑝 = ∥ �̄� 𝑗 ,1 − �̄� 𝑗 ,ℎ ∥𝑝𝑝 .
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This finishes the proof of (1).

We prove the remaining discrete case (2). We first consider the case 𝑘 = 1. The proof follows the

same strategy than in the continuous case (1). Again we reduce from the Vertex Cover problem: given an

undirected graph 𝐺 = (𝑉, 𝐸), and an integer ℓ ≥ 0, check whether there is a vertex cover 𝐶 in 𝐺 of size |𝐶 | ≤ ℓ .
Given an instance of Vertex Cover, we construct an instance of the problem 1-Minimum Sufficient

Reason({0, 1}, 𝐷𝐻) as follows. Assume that 𝑉 = {1, . . . , 𝑛} and 𝐸 = {𝑒1 , . . . , 𝑒𝑚}, for 𝑛, 𝑚 ≥ 1. Suppose

that 𝑛 is the vector dimension, and take �̄� = (0, . . . , 0) ∈ {0, 1}𝑛 . For each 𝑗 ∈ {1, . . . , 𝑚}, we define the

vector �̄� 𝑗 ∈ {0, 1}𝑛 such that �̄� 𝑗[𝑖] = 1 if 𝑒 𝑗 is incident to the vertex 𝑖, and �̄� 𝑗[𝑖] = 0, otherwise. We define

𝑆− = { �̄� 𝑗 | 𝑗 ∈ {1, . . . , 𝑚}}. For �̄� 𝑗 , we denote by �̄�1
𝑗

and �̄�2
𝑗
, the vectors obtained from �̄� 𝑗 by flipping the

first and second component with value 1, respectively, to 0, and keeping the remaining vector components

unchanged. We finally define 𝑆+ =
⋃
𝑗{�̄�1𝑗 , �̄�

2
𝑗
}. Note that 𝑓 1

𝑆+ ,𝑆−(�̄�) = 1, as 𝑑𝐻(�̄� , �̄�) = 1 for every �̄� ∈ 𝑆+,

while 𝑑𝐻(�̄� , �̄�) = 2 for every �̄� ∈ 𝑆−.

We claim that there is a vertex cover 𝐶 with |𝐶 | ≤ ℓ if and only if there is a sufficient reason 𝑋 for �̄� with

respect to 𝑓 1
𝑆+ ,𝑆− such that |𝑋 | ≤ ℓ . Suppose first there is such a vertex cover 𝐶 ⊆ {1, . . . , 𝑛}. We show that

𝐶 is a sufficient reason. Let �̄� ∈ {0, 1}𝑛 be an arbitrary vector such that �̄�[𝑖] = �̄�[𝑖] = 0, for all 𝑖 ∈ 𝐶. We

show that for every �̄� ∈ 𝑆−, there exists �̄�′ ∈ 𝑆+, such that 𝑑𝐻(�̄� , �̄�) > 𝑑𝐻(�̄� , �̄�′), and hence 𝑓 1
𝑆+ ,𝑆−(�̄�) = 1 as

required. Let �̄� 𝑗 ∈ 𝑆−. Since 𝐶 is a vertex cover, one of the endpoints of 𝑒 𝑗 is in 𝐶 and then there is 𝑖 ∈ 𝐶
such that �̄� 𝑗[𝑖] = 1. Pick one such 𝑖, and define �̄�′

𝑗
∈ 𝑆+ as the vector resulting from �̄� 𝑗 by flipping �̄� 𝑗[𝑖] to 0.

Since �̄� 𝑗 and �̄�′
𝑗
only differ in one component 𝑖 ∈ 𝐶, we have

𝑑𝐻(�̄� , �̄� 𝑗) > 𝑑𝐻(�̄� , �̄�′𝑗) ⇐⇒ | �̄�[𝑖] − �̄� 𝑗[𝑖]| > | �̄�[𝑖] − �̄�′𝑗[𝑖]| ⇐⇒ 1 > 0

and then the condition holds.

Assume now that𝑋 ⊆ {1, . . . , 𝑛} is a sufficient reason with |𝑋 | ≤ ℓ . We show that𝑋 is a vertex cover of𝐺.

By contradiction, suppose there is an edge 𝑒 𝑗 ∈ 𝐸 whose endpoints are not in 𝑋. Then the vector �̄� 𝑗 satisfies

that �̄� 𝑗[𝑖] = �̄�[𝑖] = 0 for all 𝑖 ∈ 𝑋. As �̄� 𝑗 ∈ 𝑆−, it follows that 𝑓 1
𝑆+ ,𝑆−(�̄� 𝑗) = 0, which is a contradiction. The

hardness of the case 𝑘 ≥ 3 follows directly from the proof of Theorem 5 as for 𝑘 ≥ 3, the problem 𝑘-Check

Sufficient Reason({0, 1}, 𝐷𝐻) is hard, even when the input subset of components is 𝑋 = ∅. Hardness for

𝑘-Minimum Sufficient Reason({0, 1}, 𝐷𝐻) follows directly by setting the input threshold ℓ = 0.

□

This resolves the complexity of one of our main problems across all the settings examined in the paper.

In the next two sections, we address the remaining problems in the continuous setting, specifically exploring

how the choice of metric affects their tractability. To this end, we focus on two of the most commonly studied

metrics: ℓ2 and ℓ1.

5 The Continuous Setting Based on the ℓ2-distance
It turns out that in case of the ℓ2-norm, all mentioned problems, apart from 𝑘-Minimum Sufficient Reason,

are tractable. The main reason is that in the case of the ℓ2-norm, an inequality of the form “the point �̄� is

closer to the point �̄� than to the point 𝑐” is the linear inequality in �̄� given by (�̄� − 𝑐)⊤ �̄� ≥ 1
2 (�̄� − 𝑐)⊤(�̄� + 𝑐). By

Proposition 1, this gives a representation of the set {�̄� ∈ R𝑛 | 𝑓𝑆+ ,𝑆−(�̄�) = 1} as a union of at most |𝑆+ ∪ 𝑆− |2𝑘
many polyhedra, a polynomial in the input. These polyhedra are explicitly given, as we can describe them

by a system of linear inequalities in polynomial time. Analogously, the set {�̄� ∈ R𝑛 | 𝑓𝑆+ ,𝑆−(�̄�) = 0} is a union

of polynomially many “open polyhedra”, that is, sets of solutions to a system of strict linear inequalities.

Abductive explanations We start by showing tractability of 𝑘-Check Sufficient Reason. By Proposition 2,

this implies tractability of 𝑘-Minimal Sufficient Reason for the ℓ2-norm, which in turn implies that minimal

sufficient reasons can be computed in polynomial time in this case.
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Proposition 3. The problem 𝑘-Check Sufficient Reason(R, 𝐷2), and hence also 𝑘-Minimal Sufficient Reason(R, 𝐷2),
can be solved in polynomial time for every fixed odd integer 𝑘 ≥ 1.

Proof. Assume first that 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 0. Let 𝑋 ⊆ {1, . . . , 𝑛} and consider the affine subspace 𝑈(𝑋, �̄�) :=

{𝑦 ∈ R𝑛 | �̄�[𝑖] = 𝑦[𝑖]}. Then 𝑋 is not a sufficient reason for �̄� if and only if 𝑈(𝑋, �̄�) intersects the set

{�̄� ∈ R𝑛 | 𝑓𝑆+ ,𝑆−(�̄�) = 1}. By Proposition 1, this set is a union of polynomially many polyhedra. It remains to

check if our affine subspace intersects one of these polyhedra. The ntersection of an affine subspace and a

polyhedron is a polyhedron, and checking emptiness of a polyhedron is equivalent to linear programming

which thus can be done in polynomial time [54].

In the case 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1, we have to check, whether our affine subspace intersects the set {�̄� ∈ R𝑛 |

𝑓𝑆+ ,𝑆−(�̄�) = 0}. This time, by Proposition 1, this set is a union of sets of solutions to systems of strict linear

inequalities. The same argument as in the previous case reduces our problem to the emptiness problem

for an intersection of an affine subspace with an open polyhedron. The latter is just the feasibility problem

for systems of linear equalities and strict linear inequalities, which can be reduced to linear programming

(with non-strict inequalities), solving our problem in polynomial time. Namely, let 𝑆 be a system of linear

equalities and strict linear inequalities. Consider a system 𝑆 of non-strict linear inequalities over variables

of 𝑆 and a new variable 𝜀, obtained by turning every strict inequality 𝑙 > 0 of 𝑆 into a non-strict inequality

𝑙 ≥ 𝜀. Feasibility of 𝑆 is equivalent to existence of a feasible solution to 𝑆 with positive 𝜀. To find out if the

latter is true, it is enough to find the optimal solution to the problem of maximizing 𝜀 subject to 𝑆. □

As a corollary, we obtain the following:

Corollary 1. Consider the setting (R, 𝐷2) and let 𝑘 ≥ 1 be any odd integer. There is a polynomial time algorithm
that, given sets 𝑆+ , 𝑆− ⊆ R𝑛 and a vector �̄� ∈ R𝑛 , it computes a minimal sufficient reason �̄� for �̄� with respect to
𝑓 𝑘
𝑆+ ,𝑆− .

Proof. This reduces to finding a point in the intersection of the ball 𝐵𝑅(�̄�) and an open polyhedron 𝑃, if this

intersection is non-empty. If it is non-empty, then 𝑃 intersects the interior of 𝐵𝑅(�̄�). We can find a point in

this intersection by minimizing the quadratic form 𝑞(�̄�) = ∥ �̄� − �̄�∥22 → min subject to 𝑃. This point �̄� will

belong to the border of 𝑃. That is, some inequalities, defining 𝑃, turn into equalities on �̄�. We now need to

find a direction that points to the interior of 𝑃 from this point. More precisely, our task is to find a vector 𝛽
such that ⟨𝛼, 𝛽⟩ > 0 for every inequality ⟨𝛼, �̄�⟩ ≥ 𝑐 which turns into equality on �̄�. After such 𝛽 is found,

we just need to move from �̄� along 𝛽 a little bit so that we still inside 𝐵𝑅(�̄�). Finding such 𝛽 is reducible to

finding a solution to a system of strict linear inequalities. In turn, the latter can be reduced in polynomial

time to linear programming as explained in the proof of Proposition 3. □

Counterfactual explanations Tractability of the 𝑘-Counterfactual Explanation problem is proved sim-

ilarly to 𝑘-Check Sufficient Reason, but this time we use polynomial-time solvability of convex quadratic

programming [41].

Theorem 2. The problem 𝑘-Counterfactual Explanation(R, 𝐷2) can be solved in polynomial time for every fixed
odd integer 𝑘 ≥ 1.

Proof. In the 𝑘-Counterfactual Explanation(R, 𝐷2) problem, given �̄� ∈ R𝑛 and ℓ > 0, the goal is to check if

the ball 𝐵ℓ (�̄�) = {�̄� ∈ R𝑛 | ∥ �̄�− �̄�∥2 ≤ ℓ } contains a vector with a different 𝑓 𝑘
𝑆+ ,𝑆− value than �̄�. If 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) = 0,

this reduces to checking whether 𝐵ℓ (�̄�) intersects the set {�̄� ∈ R𝑛 | 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) ≠ 0}, which, by Proposition 1, is a

union of polynomially many polyhedra. Thus, the problem reduces to determining whether 𝐵ℓ (�̄�) intersects

a given polyhedron 𝑃. This can be solved via convex quadratic programming, which minimizes a positive

definite quadratic form under a system of non-strict linear inequalities and is solvable in polynomial time

due to Kozlov, Tarasov, and Khachiyan [41]. Specifically, we minimize 𝑞(�̄�) = ∥ �̄� − �̄�∥22 subject to constraints

defining 𝑃. The answer to 𝑘-Counterfactual Explanation(R, 𝐷2) is Yes if and only if the minimum value is

at most ℓ2, with the optimal solution providing the counterfactual explanation.
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Similarly, when 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1, the problem reduces to checking whether the ball 𝐵ℓ (�̄�) intersects a given

open polyhedron, defined as the solution set to a system of strict linear inequalities. The argument from

the previous paragraph requires modification because the algorithm in [41] assumes non-strict inequalities

in the constraints. To address this, we first check whether 𝑃 is empty, reducing the problem to linear

programming as described in the proof of Proposition 3. If 𝑃 is non-empty (since otherwise, there is nothing

left to check), we construct a polyhedron 𝑃 by converting all strict inequalities of 𝑃 into non-strict ones.

Note that 𝑃 corresponds to the interior of 𝑃. We claim that 𝑃 intersects 𝐵ℓ (�̄�) if and only if 𝑃 intersects the

interior of 𝐵ℓ (�̄�). The latter can be reduced to a problem of minimizing a convex quadratic objective subject

to (closed) polyhedron, which in turn can be solved in polynomial time with the techniques by Kozlov,

Tarasov, and Khachiyan [41]. Indeed, consider the problem of minimizing 𝑞(�̄�) = ∥ �̄� − �̄�∥22 subject to �̄� ∈ 𝑃
(which is a system of non-strict inequalities, as required in the algorithm). The answer is Yes if and only if

the optimum is strictly less than ℓ2.

We now establish the claim. First, assume that 𝑃 intersects 𝐵ℓ (�̄�). We show that 𝑃 (and hence 𝑃) also

intersects the interior of 𝐵ℓ (�̄�). If 𝑃 has a point on the boundary of the ball, it must also have a point inside,

as 𝑃 is open and any boundary point of the ball has interior points arbitrarily close to it. Now assume that

𝑃 intersects the interior of 𝐵ℓ (�̄�). Since 𝑃 is the interior of 𝑃, it is non-empty, and 𝑃 is a full-dimensional

polyhedron. By Proposition 2.1.8 in [31], every point in a full-dimensional polyhedron has interior points

arbitrarily close to it. Thus, if 𝑃 intersects the interior of the ball, 𝑃, as the interior of 𝑃, must also intersect

the interior of the ball. □

By extending the techniques used in the proof of Theorem 2, we can conclude that in the continuous

setting, a counterfactual explanation can be computed in polynomial time, provided one exists, when

ℓ2-distances are used.

Corollary 2. Consider the setting (R, 𝐷2) and let 𝑘 ≥ 1 be any odd integer. There is a polynomial time algorithm
that, given sets 𝑆+ , 𝑆− ⊆ R𝑛 , vector �̄� ∈ R𝑛 , and rational ℓ > 0, it computes a counterfactual explanation for �̄� with
respect to 𝑓 𝑘

𝑆+ ,𝑆− at distance at most ℓ in case there exists one.

6 The Continuous Setting Based on the ℓ1-distance
We first show that the positive results for counterfactual explanations under the ℓ2-norm do not extend to

the ℓ1-norm. For abductive explanations, we demonstrate that some favorable properties of the ℓ2-norm

remain, allowing minimal sufficient reasons to be computed efficiently when 𝑘 = 1.

Counterfactual explanations We show that the 𝑘-Counterfactual Explanation problem for the ℓ1-distance

is NP-hard even when 𝑆+ and 𝑆− are of minimal non-degenerate size.

Theorem 3. For every odd integer 𝑘 ≥ 1, the problem 𝑘-Counterfactual Explanation(R, 𝐷1) is NP-complete
even when |𝑆+ | = |𝑆− | = (𝑘 + 1)/2.

Proof. The NP upper bound is straightforward: if a counter-factual explanation exists, it can be found as a

solution to a polynomially bounded linear program. We now show the lower bound. In the appendix we

show that it suffices to establish NP-hardness for 𝑘 = 1. We reduce from a variation of the knapsack problem,

where the goal is to determine whether at least half the total value of all items can fit into a given knapsack.

Specifically, we are given 𝑛 items, each with a weight 𝑤𝑖 and value 𝑣𝑖 (positive integers for 𝑖 = 1, . . . , 𝑛), and

a positive integer 𝑊 > 0, representing the knapsack’s maximum weight capacity. The question is whether

there exists a subset 𝑇 ⊆ {1, . . . , 𝑛} such that

∑
𝑖∈𝑇 𝑤𝑖 ≤ 𝑊 and

∑
𝑖∈𝑇 𝑣𝑖 ≥ (𝑣1 + . . . + 𝑣𝑛)/2. The hardness of

this problem arises from a reduction from the partition problem [43].

We reduce to the 1-Counterfactual Explanation(R, 𝐷1) problem with |𝑆+ | = |𝑆− | = 1 as follows. The

dimension 𝑛 corresponds to the number of items in the knapsack instance. We set �̄� = 0̄ ∈ R𝑛 and the radius
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ℓ =𝑊 . The sets 𝑆+ = { �̄�} and 𝑆− = { ℎ̄} are defined as:

�̄�𝑖 = 𝑤𝑖 , ℎ̄𝑖 = 𝑤𝑖 − 𝛾 · 𝑣𝑖 , 𝑖 = 1, . . . , 𝑛,

where 𝛾 = 1/(2max𝑖 𝑣𝑖) ensures 𝛾 · 𝑣𝑖 ≤ 1/2 < 1 for all 𝑖 = 1, . . . , 𝑛. Since 𝑤𝑖 is a positive integer, we have

0 < ℎ̄𝑖 < �̄�𝑖 , so the interval [ℎ̄𝑖 , �̄�𝑖] lies to the right of 0 and has a length of 𝛾 · 𝑣𝑖 . These properties imply

∥ ℎ̄ − 0∥1 < ∥ �̄� − 0∥1, resulting in 𝑓 1
𝑆+ ,𝑆−(0̄) = 0. We are asked if there exists �̄� with ∥𝑦∥1 ≤ ℓ = 𝑊 such that

𝑓 1
𝑆+ ,𝑆−(�̄�) = 1, or, equivalently, ∥ ℎ̄− �̄�∥1 ≥ ∥ �̄�− �̄�∥1. We show that the answer is Yes if and only if the original

knapsack instance has a solution.

Assume first that the original knapsack instance has a solution. Define a vector �̄� ∈ R𝑛 by setting �̄�𝑖 = 0
for items not placed in the knapsack and �̄�𝑖 = �̄�𝑖 = 𝑤𝑖 for items that are placed. Note that ∥ �̄�∥1 equals

the total weight of the items in the knapsack, which does not exceed 𝑊 = ℓ . We now need to show that

∥ ℎ̄ − �̄�∥1 ≥ ∥ �̄� − �̄�∥1, or equivalently:

∥ ℎ̄ − �̄�∥1 − ∥ �̄� − �̄�∥1 =

𝑛∑
𝑖=1

(| ℎ̄𝑖 − �̄�𝑖 | − | �̄�𝑖 − �̄�𝑖 |) ≥ 0.

It is more convenient to express this inequality in the equivalent form:

𝑛∑
𝑖=1

(| ℎ̄𝑖 − �̄�𝑖 | − | �̄�𝑖 − �̄�𝑖 | + 𝛾𝑣𝑖)/2 ≥ 𝛾(𝑣1 + . . . + 𝑣𝑛)/2. (1)

The term | ℎ̄𝑖 − �̄�𝑖 | − | �̄�𝑖 − �̄�𝑖 | represents the distance from �̄�𝑖 to the left endpoint of [ℎ̄𝑖 , �̄�𝑖] minus the distance

from �̄�𝑖 to the right endpoint of [ℎ̄𝑖 , �̄�𝑖]. It is minus the length of the interval to the left of it, and plus the

length of the interval to the right of it, and the length of the interval in our case is 𝛾𝑣𝑖 . Thus, if �̄�𝑖 = 0, the

left-hand side of (1) contributes 0; if �̄�𝑖 = �̄�𝑖 (the right endpoint), it contributes 𝛾𝑣𝑖 . Therefore, the left-hand

side of (1) is the sum of the values of the items in the knapsack, scaled by 𝛾. This proves (1), as it follows

directly from the fact that we began with a feasible solution to the original knapsack problem.

We now show the other direction. Assume that there exists �̄� ∈ R𝑛 such that ∥𝑦∥1 ≤ ℓ = 𝑊 and

∥ ℎ̄− �̄�∥1 ≥ ∥ �̄�− �̄�∥1, with the latter being equivalent to (1). Consider again the quantity | ℎ̄𝑖 − �̄�𝑖 | − | �̄�𝑖 − �̄�𝑖 | as

a function of �̄�𝑖 . To the right of �̄�𝑖 = 𝑤𝑖 it is constant and is equal to the length of the interval. Hence, without

loss of generality, �̄�𝑖 ≤ �̄�𝑖 for every 𝑖 = 1, . . . , 𝑛, as otherwise we can decrease ∥𝑦∥1 without changing the

left-hand side of (1). Likewise, to the left of the interval, the quantity in question is also constant and is

equal to the minus of the length of the interval, and the minimal absolute value there is 0. Hence, we may

assume that if �̄�𝑖 is not in [ℎ̄𝑖 , �̄�𝑖], then �̄�𝑖 = 0 for every 𝑖 = 1, . . . , 𝑛. Again, if not, ∥𝑦∥1 can be decreased

without changing the left-hand side of (1).

We now establish that, without loss of generality, we may assume �̄�𝑖 = 0 or �̄�𝑖 = �̄�𝑖 for every 𝑖 = 1, . . . , 𝑛.

First, suppose there are two different components, �̄�𝑖 and �̄� 𝑗 , that lie within their respective intervals but are

strictly smaller than their right endpoints. Start decreasing �̄�𝑖 and increasing �̄� 𝑗 at the same rate. The terms

involving �̄�𝑖 and �̄� 𝑗 in (1) will begin to decrease and increase, respectively, at twice the same rate, leaving

the left-hand side of (1) unchanged. Similarly, ∥ �̄�∥1 remains constant. This process continues until either �̄�𝑖
reaches ℎ̄𝑖 or �̄� 𝑗 reaches �̄�𝑗 . In the first case, we can further decrease �̄�𝑖 to 0 without reducing the left-hand

side of (1). In the second case, �̄� 𝑗 , which was strictly within its interval, becomes equal to its right endpoint.

In both scenarios, the number of indices 𝑖 for which �̄�𝑖 ∈ [ℎ̄𝑖 , �̄�𝑖) strictly decreases. We repeat this procedure

until at most one index 𝑖 satisfies �̄�𝑖 ∈ [ℎ̄𝑖 , �̄�𝑖).
Now, if at most one problematic 𝑖 remains where �̄�𝑖 ∈ [ℎ̄𝑖 , �̄�𝑖), we simply increase �̄�𝑖 to �̄�𝑖 . We claim that

the solution remains feasible. Increasing �̄�𝑖 raises the left-hand side of (1), so the corresponding inequality

is still satisfied. We now explain why ∥ �̄�∥1 ≤ 𝑊 = ℓ continues to hold. This follows from the fact that

𝑊 is an integer and the length of any interval is less than 1. Before the increase, ∥ �̄�∥1 = | �̄�1 | + . . . + | �̄�𝑛 |
was at most 𝑊 . After the increase, the sum becomes integral because �̄�𝑖 = 0 or �̄�𝑖 = �̄�𝑖 = 𝑤𝑖 for every 𝑖.
Consequently, the total sum cannot exceed𝑊 , as the increase is too small to make the sum reach𝑊 + 1.
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Therefore, it holds that �̄�𝑖 = 0 or �̄�𝑖 = �̄�𝑖 = 𝑤𝑖 for every 𝑖 = 1, . . . , 𝑛. We place objects with �̄�𝑖 = 𝑤𝑖 into

the knapsack. The condition |𝑦 |1 ≤ ℓ = 𝑊 ensures that the sum of the weights of the objects placed in the

knapsack does not exceed the capacity. Now, notice that the left-hand side of (1) becomes the sum of 𝛾𝑣𝑖
for the objects placed in the knapsack, which guarantees that the total value of the objects placed is at least

half of the total value of all objects. □

Abductive explanations Next, we observe that the 1-Check Sufficient Reason problem is tractable for the

ℓ1-norm (together with the 1-Minimal Sufficient Reason, by Proposition 2).

Proposition 4. The problem1-Check Sufficient Reason(R, 𝐷1), and hence also1-Minimal Sufficient Reason(R, 𝐷1),
is polynomial-time solvable.

Proof. For a given 𝑆+ , 𝑆− ⊆ R𝑛 �̄� ∈ R𝑛 and 𝑋 ⊆ {1, . . . , 𝑛}, our task is to decide, whether there is a vector,

coinciding with �̄� on coordinates in 𝑋 but differing in the value of 𝑓 1
𝑆+ ,𝑆− . We will use the following notation:

for a vector �̄� ∈ R𝑛 , we write �̄� = (�̄�1 , �̄�2), denoting by �̄�1 the projection of �̄� to coordinates from 𝑋 and by

�̄�2 the projection to the remaining coordinates.

In this notation, our task is to see, if there is �̄�2 ∈ R[𝑛]\𝑋 with the property that 𝑓 1
𝑆+ ,𝑆−((�̄�1 , �̄�2)) ≠

𝑓 1
𝑆+ ,𝑆−((�̄�1 , �̄�2)). First, assume that 𝑓 1

𝑆+ ,𝑆−((�̄�1 , �̄�2)) = 0. By Proposition 1 for 𝑘 = 1, we are asked if there exists

�̄�2 ∈ R[𝑛]\𝑋 and �̄� ∈ 𝑆+ such that:

∥(�̄�1 , �̄�2) − (�̄�1 , �̄�2)∥1 ≤ ∥(�̄�1 , �̄�2) − (𝑐1 , 𝑐2)∥1 for every 𝑐 ∈ 𝑆−. (2)

Using linearity of the ℓ1-norm under concatenation of vectors, we rewrite (2) as follows:

∥ �̄�1 − �̄�1∥1 − ∥ �̄�1 − 𝑐1∥1 ≤ ∥ �̄�2 − 𝑐2∥1 − ∥ �̄�2 − �̄�2∥1 for every 𝑐 ∈ 𝑆−. (3)

The left-hand side of (3) does not depend on �̄�2. The right-hand side of (3), for every 𝑐2, attains its maximum

at �̄�2 = �̄�2, by the triangle inequality. This gives the following algorithm algorithm for our problem: for

every �̄� ∈ 𝑆+, check if �̄�2 = �̄�2 satisfies all inequalities in (2). If for some �̄� ∈ 𝑆+ it does, the set 𝑋 is not a

sufficient reason, otherwise 𝑋 is a sufficient reason.

The argument for the case 𝑓 1
𝑆+ ,𝑆−((�̄�1 , �̄�2)) = 0 is exactly the same, with the roles of 𝑆+ and 𝑆− swapped

and with non-strict inequalities replaced by strict ones. □

As a corollary, we obtain the following:

Corollary 3. Consider the setting (R, 𝐷1). There is a polynomial time algorithm that, given sets 𝑆+ , 𝑆− ⊆ R𝑛 and a
vector �̄� ∈ R𝑛 , it computes a minimal sufficient reason �̄� for �̄� with respect to 𝑓 1

𝑆+ ,𝑆− .

The complexity of 𝑘-Check Sufficient Reason(R, 𝐷1) and 𝑘-Minimal Sufficient Reason(R, 𝐷1) for 𝑘 ≥ 3
remains open.

7 Results on the Discrete Setting
We consider the metric space family ({0, 1}, 𝐷𝐻), where 𝐷𝐻 is the Hamming distance on {0, 1}𝑛 , for every

𝑛 > 0. Our results for the discrete setting resemble those for the continuous setting under the ℓ1-distance;

however, our proof techniques differ. Additionally, we show that, in the discrete setting, the 𝑘-Check

Sufficient Reason problem is NP-hard for every odd integer 𝑘 ≥ 3. Our hardness result holds even when

the input subset of components 𝑋 is the empty set. This directly implies hardness for 𝑘-Minimal Sufficient

Reason and for the problem of computing a minimal sufficient reason, when 𝑘 ≥ 3.
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Counterfactual explanations We prove that 𝑘-Counterfactual Explanation is intractable for every odd

integer 𝑘 ≥ 1, employing different techniques than those used for the NP-hardness of the problem in the

continuous setting under the ℓ1-distance. Unlike the continuous case, where Theorem 3 shows NP-hardness

even when |𝑆+ | = |𝑆− | = 1, this does not hold in the discrete setting. We address this by constructing a

reduction with an unbounded size for 𝑆+.

Theorem 4. The problem 𝑘-Counterfactual Explanation({0, 1}, 𝐷𝐻) is NP-complete for every fixed odd integer
𝑘 ≥ 1.

To prove this result, we first establish the intractability of the following intermediate problem. Fix an

integer 𝑝 ≥ 0. The input to the problem is given by a Boolean matrix 𝐵 of dimension 𝑚 × 𝑛 and an integer

ℓ ≤ 𝑛. We want to know if it is possible to find a set 𝑇 ⊆ {1, . . . , 𝑛} of size |𝑇 | ≤ ℓ such that, after flipping
every column from 𝐵 whose index is in 𝑇, the weight of at least 𝑛 − 𝑝 rows in the resulting matrix is at most

|𝑇 | − 1. Here, “flipping a column” means replacing the 0s with 1s and vice versa in that column’s elements.

Additionally, the weight of a row is defined as the number of 1s it contains. We call this problem 𝑝-Boolean
Matrix Column Flipping, or simply 𝑝-BMCF.

Proposition 5. 𝑝-BMCF is NP-complete, for every 𝑝 ≥ 0.

Proof. Fix 𝑝 ≥ 0. We reduce from the following modified version of the Vertex Cover problem: Given an

undirected graph 𝐺 = (𝑉, 𝐸) and an integer ℓ , is there a set 𝑉′ ⊆ 𝑉 with |𝑉′ | ≤ ℓ such that at least |𝐸 | − 𝑝
edges have an endpoint in 𝑉′

? Notice that for 𝑝 = 0 this is exactly the Vertex Cover problem. The fact that

this problem is NP-hard for 𝑝 > 0 is obtained by an easy reduction from Vertex Cover (simply extend the

input graph with 𝑝 additional isolated edges).

We define a Boolean matrix 𝐴 as the transpose of the incidence matrix of 𝐺, i.e., 𝐴[𝑖 , 𝑗] = 1 if and only if

edge 𝑒𝑖 is incident to vertex 𝑣 𝑗 . We then define our matrix 𝐵 by extending 𝐴 with a column of all 1s on the

right. We consider the input (𝐵, ℓ + 1) for the problem 𝑝-BMCF.

Suppose first that 𝑇 ⊆ {1, . . . , |𝑉 | + 1} is a solution for the input (𝐵, ℓ + 1) of 𝑝-BMCF. Notice, by

construction, that |𝑇 | > 0 (as we can assume without loss of generality that 𝐺 contains at least 𝑝 + 1 edges,

and thus 𝐵 contains at least 𝑝 + 1 rows). Then there exists a solution 𝑇′ ⊆ {1, . . . , |𝑉 | + 1} for (𝐵, ℓ + 1) such

that |𝑇 | = |𝑇′ | and 𝑇′
contains index |𝑉 | + 1. In fact, if 𝑇 does not contain index |𝑉 | + 1 then we can obtain

solution 𝑇′
by simply removing any index from 𝑇 and adding index |𝑉 | + 1. Then |𝑇′ | ≤ ℓ + 1 and |𝑇′′ | ≤ ℓ ,

for 𝑇′′ = 𝑇′ \ {|𝑉 | + 1}. We claim that 𝑈 = {𝑣𝑖 | 𝑖 ∈ 𝑇′′} satisfies that at least |𝐸 | − 𝑝 edges of 𝐺 have an

endpoint in𝑈 . In fact, take an arbitrary edge 𝑒 ∈ 𝐸 such that row 𝑒 has weight at most |𝑇′ | − 1 after flipping

the columns in 𝑇′
. We know that there exist at least |𝐸 | − 𝑝 such edges. We claim that, for each such an edge

𝑒, it is the case that𝑈 ∩ 𝑒 ≠ ∅. Assume, on the contrary. Then the weight of row 𝑒 after flipping the columns

in 𝑇′
is

2 − |𝑈 ∩ 𝑒 | + (|𝑇′ | − 1) − |𝑈 ∩ 𝑒 | = |𝑇′ | + 1.

This is a contradiction.

Suppose, in turn, that 𝐺 has a vertex set 𝑈 ⊆ 𝑉 with |𝑈 | ≤ ℓ such that at least |𝐸 | − 𝑝 edges have an

endpoint in 𝑈 . Let us define 𝑇 = {𝑖 | 𝑣𝑖 ∈ 𝑈} and 𝑇′ = 𝑇 ∪ {|𝑉 | + 1}. Then |𝑇′ | = |𝑈 | + 1 ≤ ℓ + 1. We claim

that 𝑇′
is a solution for the input (𝐵, ℓ + 1) of 𝑝-BMCF. Take an arbitrary edge 𝑒 ∈ 𝐸 that is covered by𝑈 . In

a similar fashion as above, the weight of row 𝑒 after flipping the columns in 𝑇′
is

2 − |𝑈 ∩ 𝑒 | + (|𝑇′ | − 1) − |𝑈 ∩ 𝑒 | = |𝑇′ | + 1 − 2|𝑈 ∩ 𝑒 |.

But |𝑈 ∩ 𝑒 | > 0 since 𝑈 covers 𝑒, which implies that the weight of row 𝑒 after flipping the columns in 𝑇′
is

at most |𝑇′ | − 1. □

We are now ready to prove Theorem 4

Proof of Theorem 4. Fix an odd integer 𝑘 = 2𝑝+1, for 𝑝 ≥ 0. The proof is by reduction from 𝑝-BMCF. Suppose

that the input to 𝑝-BMCF is given by a Boolean matrix 𝐵 of dimension 𝑚 × 𝑛 and an integer ℓ ≤ 𝑛. From the

proof of Proposition 5, we can assume that 𝐵 contains no repeated rows, each row of 𝐵 contains at least two

0s, and 𝑚 ≥ 𝑝 + 1. From 𝐵, we define the input (𝑆+ , 𝑆− , �̄� , ℓ ) for 𝑘-Counterfactual Explanation as follows:
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• Each row 𝑏 of 𝐵 defines a tuple in 𝑆+ of dimension 𝑛 + 𝑝 + 1. This tuple is obtained by extending 𝑏
with 𝑝 + 1 0s on the right.

• We define 𝑆− to contain all tuples of the form {0}𝑛+𝑗 × {1} × {0}𝑝−𝑗 , for 1 ≤ 𝑗 ≤ 𝑝 + 1. Observe that

there are 𝑝 + 1 such tuples.

• Finally, �̄� = {1}𝑛+𝑝+1.

Notice that the 𝑝 + 1 closest points to �̄� in the set 𝑆+ ∪ 𝑆− belong to 𝑆+, as every row of 𝐵 contains at least

two 0s. Therefore, 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1.

Assume first that the input (𝐵, ℓ ) to 𝑝-BMCF has a solution𝑇 ⊆ {1, . . . , 𝑛}. Then |𝑇 | ≤ ℓ . Let �̄� ∈ {0, 1}𝑛+𝑝
be the point that is obtained from �̄� by flipping from 1 to 0 precisely the elements indexed in 𝑇. Then the

Hamming distance between �̄� and �̄� is |𝑇 | ≤ ℓ , and the Hamming distance between �̄� and any point in

𝑆− is 𝑛 − |𝑇 | + 𝑝. Let 𝐵𝑇 be the matrix that is obtained from 𝐵 after flipping the columns in 𝑇. We

know that at least 𝑚 − 𝑝 of the rows in 𝐵𝑇 have weight at most |𝑇 | − 1. Take any such row 𝑏, and

let 𝜙(𝑏) be its corresponding element in 𝑆+. It follows that the distance between �̄� and 𝜙(𝑏) is at least

𝑛 − (|𝑇 | − 1) + 𝑝 + 1 = 𝑛 − |𝑇 | − 𝑝 + 2 > 𝑛 − |𝑇 | + 𝑝. Therefore, 𝑆+ contains at most 𝑝 elements which are at

distance at most 𝑛 − |𝑇 | + 𝑝 from �̄�. Hence, 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 0.

Assume, in turn, that the input (𝑆+ , 𝑆− , �̄� , ℓ ) to the problem Counterfactual Explanation has a solution

given by �̄�, where �̄� is at distance 𝑑 ≤ ℓ from �̄�. Let 𝑇 ⊆ {1, 𝑛 + 𝑝 + 1} be the set of indices for which �̄� takes

value 0 and 𝑇′ = 𝑇 ∩ {1, . . . , 𝑛}. We claim that 𝑇′
is a solution for (𝐵, ℓ ) with respect to 𝑝-BCMF. Notice first

that the Hamming distance between �̄� and an arbitrary element in 𝑆− is at most

(𝑛 − |𝑌′ |) + (𝑝 + 1) − (𝑑 − |𝑌′ |) + 1 = 𝑛 + 𝑝 − 𝑑 + 2.

This means that there cannot be 𝑝+1 elements in 𝑆+ whose Hamming distance from �̄� is at most 𝑛+ 𝑝− 𝑑+2
(as, otherwise, 𝑓 𝑘

𝑆+ ,𝑆−(�̄�) = 1, which is a contradiction). Suppose, for the sake of contradiction, that after

flipping the columns in 𝑇′
and obtaining matrix 𝐵𝑇′ there are at least 𝑝 + 1 rows whose weight is at least

|𝑌′ |. Take any such row 𝑏. Then the distance between �̄� and the element in 𝑆+ that uniquely represents 𝑏 is

at most

(𝑛 − |𝑌′ |) + (𝑝 + 1) − (𝑑 − |𝑌′ |) = 𝑛 + 𝑝 − 𝑑 + 1 < 𝑛 + 𝑝 − 𝑑 + 2.

This is our desired contradiction. □

Abductive explanations We start by establishing that the problems 1-Check Sufficient Reason and 1-

Minimal Sufficient Reason are tractable in the discrete setting.

Proposition 6. The problem 1-Check Sufficient Reason({0, 1}, 𝐷𝐻), and hence also 1-Minimal Sufficient

Reason({0, 1}, 𝐷𝐻), is polynomial-time solvable.

Proof. We show that 1-Check Sufficient Reason({0, 1}, 𝐷𝐻) can be solved in polynomial time. Let �̄� ∈ {0, 1}𝑛 ,

𝑆+ , 𝑆− ⊆ {0, 1}𝑛 , and 𝑋 ⊆ {1, . . . , 𝑛}. Suppose that 𝑋 is not a sufficient reason. Assume without loss of

generality that 𝑓 1
𝑆+ ,𝑆−(�̄�) = 1. Then there is a vector �̄� ∈ {0, 1}𝑛 with �̄�[𝑖] = �̄�[𝑖] for every 𝑖 ∈ 𝑋 such that

𝑓 1
𝑆+ ,𝑆−(�̄�) = 0. For each �̄� ∈ 𝑆−, let �̄�𝑋 be the vector such that �̄�𝑋[𝑖] = �̄�[𝑖], for every 𝑖 ∈ 𝑋, and �̄�𝑋[𝑖] = �̄�[𝑖],

for every 𝑖 ∉ 𝑋. We claim that without loss of generality, the vector �̄� can always be chosen to be a vector in

{�̄�𝑋 | �̄� ∈ 𝑆−}. Indeed, since 𝑓 1
𝑆+ ,𝑆−(�̄�) = 0, there is �̄� ∈ 𝑆− such that 𝑑𝐻(�̄� , �̄�) < 𝑑𝐻(�̄� , �̄�), for every �̄� ∈ 𝑆+. By

flipping the components of �̄� belonging to {𝑖 ∉ 𝑋 | �̄�[𝑖] ≠ �̄�[𝑖]} to obtain �̄�𝑋 , the distance 𝑑𝐻(�̄� , �̄�) decreases

by an amount of 𝑟 = |{𝑖 ∉ 𝑋 | �̄�[𝑖] ≠ �̄�[𝑖]}|, while the distances 𝑑𝐻(�̄� , �̄�) can decrease by at most a quantity of

𝑟. Hence the strict inequality still holds, in particular, we have that 𝑑𝐻(�̄�𝑋 , �̄�) < 𝑑𝐻(�̄�𝑋 , �̄�), for every �̄� ∈ 𝑆+.

The above this discussion implies that in order to check whether𝑋 is a sufficient reason when 𝑓 1
𝑆+ ,𝑆−(�̄�) = 1

(the other case is analogous), it suffices to check that none of the vectors in {�̄�𝑋 | �̄� ∈ 𝑆−} satisfies

𝑓 1
𝑆+ ,𝑆−(�̄�𝑋) = 0. This can be easily checked in polynomial time. □

As a corollary, we obtain the following:
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Corollary 4. Consider the discrete setting ({0, 1}, 𝐷𝐻). There is a polynomial time algorithm that, given sets
𝑆+ , 𝑆− ⊆ R𝑛 and a vector �̄� ∈ R𝑛 , it computes a minimal sufficient reason �̄� for �̄� with respect to 𝑓 1

𝑆+ ,𝑆− .

In contrast, both 𝑘-Check Sufficient Reason and 𝑘-Minimal Sufficient Reason become NP-hard in this

setting when 𝑘 ≥ 3.

Theorem 5. The problems 𝑘-Check Sufficient Reason({0, 1}, 𝐷𝐻) and 𝑘-Minimal Sufficient Reason({0, 1}, 𝐷𝐻)
are NP-hard for every odd integer 𝑘 ≥ 3.

We stress that Theorem 5 also implies hardness for computing minimal reasons, in the case 𝑘 ≥ 3.

Indeed, the proof of Theorem 5 shows hardness even when the input subset of components 𝑋 is the empty

set. Computing a minimal sufficient reason would imply a solution to that problem: we only need to check

whether that the obtained minimal sufficient reason is empty or not.

Proof of Theorem 5. We show that 𝑘-Check Sufficient Reason({0, 1}, 𝐷𝐻) is NP-hard for every fixed odd

integer 𝑘 ≥ 3. Fix 𝑐 ≥ 0, we reduce from the following variant of the Vertex Cover problem: given a

connected undirected graph 𝐺 = (𝑉, 𝐸) with 𝑛 vertices, for an even integer 𝑛 > 2(𝑐 + 1), decide whether

there is a subset of vertices 𝐶 ⊆ 𝑉 with size |𝐶 | ≤ 𝑛/2 such that at least |𝐸 | − 𝑐 edges have an endpoint in

𝐶. To see that this problem is NP-hard, recall from the proof of Proposition 5 that the following problem

in NP-hard (𝑐 ≥ 0 is fixed): given an undirected graph 𝐺 = (𝑉, 𝐸) and an integer ℓ ≥ 0, decide whether

there is a subset of vertices 𝐶 ⊆ 𝑉 with size |𝐶 | ≤ ℓ such that at least |𝐸 | − 𝑐 edges have an endpoint in 𝐶.

Clearly this problem remains hard even when the number of vertices of 𝐺 is an even integer 𝑛 > 2(𝑐 + 1)
and 𝑐 < ℓ < 𝑛 − 𝑐 − 1. We can reduce from this problem to our problem posed above. Consider an instance

(𝐺, ℓ ), where 𝐺 = (𝑉, 𝐸) and 𝑛 is the number of vertices. We consider two cases:

1. Suppose that ℓ ≥ 𝑛/2. The graph 𝐺′ = (𝑉′, 𝐸′) is obtained from 𝐺 by first adding 2ℓ − 𝑛 isolated

vertices, and then adding two new vertices 𝑢, 𝑣 and new edges such that 𝑢 is adjacent to all the other

vertices in 𝐺′
. We have |𝑉′ | = 2ℓ + 2. Suppose there is a subset 𝐶 ⊆ 𝑉 with |𝐶 | ≤ ℓ such that at

least |𝐸 | − 𝑐 edges in 𝐺 have an endpoint in 𝐶. Then the set 𝐶′ = 𝐶 ∪ {𝑢} also covers at least |𝐸′ | − 𝑐
edges in 𝐺′

and its size is |𝐶′ | = |𝐶 | + 1 ≤ ℓ + 1 = |𝑉′ |/2. On the other hand, suppose there is a

subset 𝐶′ ⊆ 𝑉′
with |𝐶′ | ≤ |𝑉′ |/2 = ℓ + 1 such that at least |𝐸′ | − 𝑐 edges in 𝐺′

have an endpoint

in 𝐶′
. It must hold that 𝑢 ∈ 𝐶′

, otherwise, since the number of edges incident to 𝑢 is 2ℓ + 1 and

|𝐶′ | ≤ ℓ + 1 = 2ℓ + 1 − ℓ < 2ℓ + 1 − 𝑐, there would more than 𝑐 edges incident to 𝑢 not being covered

by 𝐶′
. Then 𝐶 = 𝐶′ ∩𝑉 covers at least |𝐸 | − 𝑐 edges in 𝐺 and satisfies that |𝐶 | ≤ ℓ .

2. Suppose that ℓ < 𝑛/2. In this case, the graph 𝐺′ = (𝑉′, 𝐸′) is obtained from 𝐺 by adding a set 𝐾 of

𝑛 − 2ℓ new vertices and new edges such that every vertex 𝑢 ∈ 𝐾 is adjacent to all the other vertices in

𝐺′
. We have |𝑉′ | = 2𝑛 − 2ℓ . Suppose there is a subset 𝐶 ⊆ 𝑉 with |𝐶 | ≤ ℓ such that at least |𝐸 | − 𝑐

edges in 𝐺 have an endpoint in 𝐶. Then the set 𝐶′ = 𝐶 ∪ 𝐾 also covers at least |𝐸′ | − 𝑐 edges in 𝐺′
and

its size is |𝐶′ | = |𝐶 | + 𝑛 − 2ℓ ≤ 𝑛 − ℓ = |𝑉′ |/2. On the other hand, suppose there is a subset 𝐶′ ⊆ 𝑉′

with |𝐶′ | ≤ |𝑉′ |/2 = 𝑛 − ℓ such that at least |𝐸′ | − 𝑐 edges in 𝐺′
have an endpoint in 𝐶′

. It must hold

that 𝐾 ⊆ 𝐶′
, otherwise, if 𝑢 ∈ 𝐾 \ 𝐶′

, since the number of edges incident to 𝑢 is 2𝑛 − 2ℓ − 1, then the

number of edges not being covered by 𝐶′
would be at least 2𝑛 − 2ℓ − 1 − |𝐶′ | ≥ 𝑛 − ℓ − 1 > 𝑐. Then

𝐶 = 𝐶′ ∩𝑉 covers at least |𝐸 | − 𝑐 edges in 𝐺 and satisfies that |𝐶 | ≤ 𝑛 − ℓ − |𝐾 | ≤ ℓ .

Fix an odd integer 𝑘 ≥ 3. We present a reduction from the variant of Vertex Cover posed above, with

𝑐 = (𝑘 − 1)/2, to 𝑘-Check Sufficient Reason({0, 1}, 𝐷𝐻). Let 𝐺 = (𝑉, 𝐸) be a connected undirected graph

with 𝑛 vertices, for an even integer 𝑛 > 2(𝑐 + 1). Assume that 𝑉 = {1, . . . , 𝑛} and 𝐸 = {𝑒1 , . . . , 𝑒𝑚}, for

𝑚 ≥ 1. The vector dimension is 𝑛 + (𝑘 − 1)/2 and then we write vectors in {0, 1}𝑛+(𝑘−1)/2 as concatenations

�̄� �̄� of two vectors �̄� ∈ {0, 1}𝑛 and �̄� ∈ {0, 1}(𝑘−1)/2. We denote by 0̄𝑟 and 1̄𝑟 the vectors (0, . . . , 0) ∈ {0, 1}𝑟 and

(1, . . . , 1) ∈ {0, 1}𝑟 , respectively. For ℎ ∈ {1, . . . , (𝑘 − 1)/2} we define the canonical vector �̄�ℎ ∈ {0, 1}(𝑘−1)/2
such that �̄�ℎ[ℎ′] = 1 for ℎ′ = ℎ and �̄�ℎ[ℎ′] = 0, for ℎ′ ≠ ℎ. For each 𝑗 ∈ {1, . . . , 𝑚}, we define the vector

�̄� 𝑗 ∈ {0, 1}𝑛 such that �̄� 𝑗[𝑖] = 1 if the edge 𝑒 𝑗 is incident to the vertex 𝑖, and �̄� 𝑗[𝑖] = 0 otherwise. The sets

15



𝑆− , 𝑆+ ⊆ {0, 1}𝑛+(𝑘−1)/2 are defined as follows:

𝑆− = {�̄� 𝑗 �̄�1 | 𝑗 ∈ {1, . . . , 𝑚}}
𝑆+ = {0̄𝑛 �̄�1} ∪ {1̄𝑛 �̄�ℎ | ℎ ∈ {1, . . . , (𝑘 − 1)/2}}.

Finally, we set �̄� = 0̄𝑛 0̄(𝑘−1)/2. Note that 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 0 as 𝑑𝐻(�̄� , �̄�) = 3 for every �̄� ∈ 𝑆−, while 𝑑𝐻(�̄� , 0̄𝑛 �̄�1) = 1

and 𝑑𝐻(�̄� , 1̄𝑛 �̄�ℎ) = 𝑛 + 1. We claim that there is a subset of vertices 𝐶 ⊆ {1, . . . , 𝑛} with size |𝐶 | ≤ 𝑛/2 such

that at least |𝐸 | − 𝑐 edges have an endpoint in 𝐶 if and only if the empty set is not a sufficient reason for �̄�
w.r.t 𝑓 𝑘

𝑆+ ,𝑆− . The latter condition is equivalent to the existence of a vector �̄� ∈ {0, 1}𝑛+(𝑘−1)/2 with 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1.

Suppose first that there is such a set 𝐶 ⊆ {1, . . . , 𝑛} and assume without loss of generality that |𝐶 | = 𝑛/2.

Define �̄�𝐶 ∈ {0, 1}𝑛 such that �̄�𝐶[𝑖] = 0 if 𝑖 ∈ 𝐶 and �̄�𝐶[𝑖] = 1 otherwise. We claim that 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1 for

the vector �̄� = �̄�𝐶 0̄(𝑘−1)/2. Using Proposition 1, it suffices to provide a set 𝐴 ⊆ 𝑆+ of (𝑘 + 1)/2 vectors and a

set 𝐵 ⊆ 𝑆− of at most (𝑘 − 1)/2 vectors such that 𝑑𝐻(�̄� , �̄�) ≤ 𝑑𝐻(�̄� , 𝑏), for every �̄� ∈ 𝐴 and 𝑏 ∈ 𝑆− \ 𝐵. We set

𝐴 = 𝑆+ and 𝐵 as:

𝐵 = {�̄� 𝑗 �̄�1 | 𝑒 𝑗 is not covered by 𝐶}.
Note that |𝐴| = (𝑘+1)/2 and |𝐵| ≤ 𝑐 = (𝑘−1)/2. Since 𝑑𝐻(�̄�𝐶 , 0̄𝑛) = 𝑑𝐻(�̄�𝐶 , 1̄𝑛) = 𝑛/2 and 𝑑𝐻(0̄(𝑘−1)/2 , �̄�ℎ) = 1,

it follows that 𝑑𝐻(�̄� , �̄�) = 1 + 𝑛/2 for all �̄� ∈ 𝐴. On the other hand, consider 𝑏 = �̄� 𝑗 �̄�1 ∈ 𝑆− \ 𝐵. By definition

𝑒 𝑗 is covered by 𝐶. It follows that:

|{𝑖 ∈ {1, . . . , 𝑛} | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| ≥ 1 |{𝑖 ∈ {1, . . . , 𝑛} | 𝑖 ∉ 𝐶, 𝑖 ∈ 𝑒 𝑗}| ≤ 1

Then:

𝑑𝐻(�̄�𝐶 , �̄� 𝑗) = |{𝑖 | �̄�𝐶[𝑖] = 0, �̄� 𝑗[𝑖] = 1}| + |{𝑖 | �̄�𝐶[𝑖] = 1, �̄� 𝑗[𝑖] = 0}|
= |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∉ 𝑒 𝑗}|
= |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶}| − |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∈ 𝑒 𝑗}|
≥ 1 + 𝑛/2 − 1

We conclude that 𝑑𝐻(�̄� , 𝑏) = 1 + 𝑑𝐻(�̄�𝐶 , �̄� 𝑗) ≥ 1 + 𝑛/2, and then 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1.

Now suppose that there exists a vector �̄� = �̄��̄� such that 𝑓 𝑘
𝑆+ ,𝑆−(�̄�) = 1. Again using Proposition 1, it

follows that there is a set 𝐵 ⊆ 𝑆− such that 𝑑𝐻(�̄� , �̄�) ≤ 𝑑𝐻(�̄� , 𝑏), for every �̄� ∈ 𝑆+ and 𝑏 ∈ 𝑆− \ 𝐵. Define

𝐶 = {𝑖 ∈ {1, . . . , 𝑛} | �̄�[𝑖] = 0}. Let 𝑟 = 𝑑𝐻(�̄�, �̄�1). We prove that 𝐶 covers each edge 𝑒 𝑗 with �̄� 𝑗 �̄�1 ∈ 𝑆− \ 𝐵,

and then 𝐶 covers at least 𝑚 − (𝑘 − 1)/2 = 𝑚 − 𝑐 edges. By contradiction, assume that 𝐶 fails to cover 𝑒 𝑗 ,
where �̄� 𝑗 �̄�1 ∈ 𝑆− \ 𝐵. We claim that 𝑑𝐻(�̄� , 0̄𝑛 �̄�1) > 𝑑𝐻(�̄� , �̄� 𝑗 �̄�1), which is a contradiction as 0̄𝑛 �̄�1 ∈ 𝑆+. We

have that

𝑑𝐻(�̄� , 0̄𝑛 �̄�1) = 𝑟 + 𝑑𝐻(�̄�, 0̄𝑛) = 𝑟 + |{𝑖 | �̄�[𝑖] = 1}| = 𝑟 + |{𝑖 | 𝑖 ∉ 𝐶}|.
On the other hand, we have that

𝑑𝐻(�̄� , �̄� 𝑗 �̄�1) = 𝑟 + 𝑑𝐻(�̄�, �̄� 𝑗)
= 𝑟 + |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∉ 𝑒 𝑗}|
= 𝑟 + |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶}| − |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∈ 𝑒 𝑗}|
= 𝑟 + 0 + |{𝑖 | 𝑖 ∉ 𝐶}| − 2

< 𝑟 + |{𝑖 | 𝑖 ∉ 𝐶}|.

Then if |𝐶 | ≤ 𝑛/2, we are done. We show that |𝐶 | ≥ 𝑛/2+1 cannot happen. Suppose first that |𝐶 | ≥ 𝑛/2+2.

We claim that 𝑑𝐻(�̄� , 1̄𝑛 �̄�1) > 𝑑𝐻(�̄� , �̄� 𝑗 �̄�1), for 1̄𝑛 �̄�1 ∈ 𝑆+ and every 𝑦 𝑗 �̄�1 ∈ 𝑆−. Indeed, it holds that:

𝑑𝐻(�̄� , 1̄𝑛 �̄�1) = 𝑟 + 𝑑𝐻(�̄�, 1̄𝑛) = 𝑟 + |{𝑖 | �̄�[𝑖] = 0}| = 𝑟 + |𝐶 | ≥ 𝑟 + 𝑛/2 + 2.
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On the other hand, we have:

𝑑𝐻(�̄� , �̄� 𝑗 �̄�1) = 𝑟 + 𝑑𝐻(�̄�, �̄� 𝑗)
= 𝑟 + |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∉ 𝑒 𝑗}|
= 𝑟 + |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶}| − |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∈ 𝑒 𝑗}|
≤ 𝑟 + 2 + |{𝑖 | 𝑖 ∉ 𝐶}|
≤ 𝑟 + 2 + 𝑛/2 − 2

< 𝑟 + 𝑛/2 + 2.

Finally, suppose |𝐶 | = 𝑛/2 + 1. By assumption in our variant of Vertex Cover, we have that 𝐺 is connected

and 𝑛 > 2(𝑐 + 1). This implies that there are more than 𝑐 edges with an endpoint not in 𝐶. Indeed, the

number of vertices in 𝑉 \ 𝐶 is 𝑛/2 − 1 > 𝑐. Suppose the subgraph of 𝐺 induced by 𝑉 \ 𝐶 has 𝑠 connected

components. By connectivity of 𝐺, there must be an edge between each of these connected components and

𝐶. Hence the number of edges with an endpoint in 𝑉 \ 𝐶 is at least |𝑉 \ 𝐶 | − 𝑠 + 𝑠 > 𝑐. It follows that there

exists a vector �̄� 𝑗 �̄�1 ∈ 𝑆− \ 𝐵 such that 𝑒 𝑗 has an endpoint not in 𝐶. We have that 𝑑𝐻(�̄� , 1̄𝑛 �̄�1) > 𝑑𝐻(�̄� , �̄� 𝑗 �̄�1),
which is a contradiction as 1̄𝑛 �̄�1 ∈ 𝑆+. Indeed, we have that:

𝑑𝐻(�̄� , 1̄𝑛 �̄�1) = 𝑟 + |𝐶 | = 𝑟 + 𝑛/2 + 1.

On the other hand, we have that:

𝑑𝐻(�̄� , �̄� 𝑗 �̄�1) = 𝑟 + |{𝑖 | 𝑖 ∈ 𝐶, 𝑖 ∈ 𝑒 𝑗}| + |{𝑖 | 𝑖 ∉ 𝐶}| − |{𝑖 | 𝑖 ∉ 𝐶, 𝑖 ∈ 𝑒 𝑗}|
≤ 𝑟 + 1 + |{𝑖 | 𝑖 ∉ 𝐶}|
= 𝑟 + 1 + 𝑛/2 − 1

< 𝑟 + 𝑛/2 + 1.

Hardness for 𝑘-Minimal Sufficient Reason({0, 1}, 𝐷𝐻), when 𝑘 ≥ 3, follows directly from the same

reduction. This concludes the proof of the theorem. □

8 Implementation and Experiments
The results presented in the previous sections offer a comprehensive understanding of the requirements

for computing explanations for 𝑘-NN classifiers in practice. In this section, we explore this topic further

through a preliminary practical analysis, focusing on the widely used case of 𝑘 = 1. This case is particularly

appealing as it reduces implementation complexity even for problems that remain tractable for larger values

of 𝑘. We examine the problems of 1-Counterfactual Explanation and 1-Minimal Sufficient Reason.

8.1 Experimental setup and datasets
Our implementation is written in Python (3.10), but naturally calls external solvers. Namely, we use the stan-

dardcvxpy library for convex programming, theGurobi [27] solver for IQP, and the recentcardinality-cadical
solver [50] for SAT-solving. All experiments were run on a Macbook Pro M1 2020 with 16GB of RAM. We

experiment both on the MNIST dataset of handwritten digit recognition [19] and on synthetic random data.

For the MNIST dataset, we consider both the original grayscale 28×28 images, as well as a binarized version

to represent the discrete setting, and different rescalings of the images to experiment with a different number

of dimensions. Similarly, we consider subsets of the training data of different sizes (MNIST was originally

split into 60 000 training examples and 10 000 test images). When computing an explanation for an image

classified as digit 𝑑 ∈ {0, 1, . . . , 10}, we consider all images of digit 𝑑 as “positive” examples, and images of

digits 𝑑′ ≠ 𝑑 as “negative”. For the synthetic random data, we consider uniformly random vectors in {0, 1}𝑛 ,

labeled according to independent Bernoulli variables of parameter 𝑝 = 1
2 , since additional experiments with

other values of 𝑝 displayed a similar behavior.
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8.2 Implementation
For computing minimal sufficient reasons over (R, 𝐷1), we directly implement the simple algorithm from Propo-

sition 4, using the efficientFAISS library for fast 1-NN search [20]. For computing counterfactual explanations

in (R, 𝐷2), we implement the convex program from Theorem 2, ignoring tie-breaking concerns for simplicity.

Computing counterfactual explanations in (R, 𝐷1), we defer to the optimized implementation of a mixed

integer program by Contardo et al. [16]. For counterfactual explanations in the discrete setting, we consider

first the following IQP formulation for a vector �̄� classified positively:

minimize

𝑛∑
𝑖=1

(�̄�[𝑖] − �̄�[𝑖])2

subject to 𝑑+ = min
�̄�∈𝑆+

𝑛∑
𝑖=1

(�̄�[𝑖] − �̄�[𝑖])2 ,

𝑑− = min
�̄�∈𝑆−

𝑛∑
𝑖=1

(�̄�[𝑖] − �̄�[𝑖])2 ,

𝑑− < 𝑑+ ,

�̄� ∈ {0, 1}𝑑 , 𝑑+ ∈ R, 𝑑− ∈ R,
where constraints𝑚 = min(𝑟1 , . . . , 𝑟𝑡) can be expressed by introducing indicator variables 𝑣1 , . . . , 𝑣𝑡 ∈ {0, 1}
and adding constraints 𝑚 ≤ 𝑟𝑖 and 𝑣𝑖 · 𝑟𝑖 ≤ 𝑚, for every 𝑖 ∈ {1, . . . , 𝑡}, and

∑𝑡
𝑖=1 𝑣𝑖 = 1.

SAT encoding We also propose a CNF encoding to find a closest counterfactual �̄�, leveraging the native

support for (guarded) cardinality constraints of the recent cardinality-cadical solver [50]. Given boolean

literals ℓ1 , . . . , ℓ𝑛 , cardinality constraints are of the form

∑𝑛
𝑖=1 ℓ𝑖 ≥ 𝑏, for some constant integer 𝑏 (the

“bound”). On the other hand, “guarded” cardinality constraints, provided a different boolean literal 𝑔, are

of the form 𝑔 =⇒
(∑𝑛

𝑖=1 ℓ𝑖 ≥ 𝑏
)
. Our encoding uses boolean variables 𝑦1 , . . . , 𝑦𝑛 where 𝑦𝑖 corresponds to

whether �̄�[𝑖] = 1, and variables 𝑐1 , . . . , 𝑐 |𝑆− | , where 𝑐𝑖 intuitively represents that the 𝑖-th point in 𝑆− (under

some fixed ordering) will be the closest point to �̄� among 𝑆+ ∪ 𝑆−. We thus add first a clause of the form∨|𝑆− |
𝑖=1

𝑐𝑖 . Then, if we call �̄� to the 𝑖-th point in 𝑆−, we need to enforce that

𝑐𝑖 =⇒ 𝑑𝐻(�̄� , �̄�) < 𝑑𝐻(�̄� , 𝑠), ∀𝑠 ∈ 𝑆+ , (4)

which we show next how to encode as a guarded cardinality constraint. Let us focus on a fixed pair �̄� , 𝑠,
and define the sets

Δ0 := {𝑖 | �̄�[𝑖] = 0, 𝑠[𝑖] = 1} ; Δ1 := {𝑖 | �̄�[𝑖] = 1, 𝑠[𝑖] = 0}.
We then have the following equivalence:

𝑑𝐻(�̄� , �̄�) < 𝑑𝐻(�̄� , 𝑠) ⇐⇒
∑
𝑖∈Δ0

𝑦𝑖 +
∑
𝑖∈Δ1

¬𝑦𝑖 <
∑
𝑖∈Δ0

¬𝑦𝑖 +
∑
𝑖∈Δ1

𝑦𝑖

⇐⇒
∑
𝑖∈Δ0

𝑦𝑖 +
∑
𝑖∈Δ1

(1 − 𝑦𝑖) <
∑
𝑖∈Δ0

(1 − 𝑦𝑖) +
∑
𝑖∈Δ1

𝑦𝑖

⇐⇒ |Δ1 | − |Δ0 | < 2
∑
𝑖∈Δ1

𝑦𝑖 − 2
∑
𝑖∈Δ0

𝑦𝑖

⇐⇒ |Δ0 + Δ1 |
2

<
∑
𝑖∈Δ0

¬𝑦𝑖 +
∑
𝑖∈Δ1

𝑦𝑖 ,

which implies that we can encode Equation (4) as the following guarded cardinality constraint:

𝑐𝑖 =⇒
(∑
𝑖∈Δ0

¬𝑦𝑖 +
∑
𝑖∈Δ1

𝑦𝑖

)
≥

⌊
|Δ0 + Δ1 |

2

⌋
+ 1.
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Figure 3: Runtimes for counterfactual explanations over {0, 1}𝑛 . The total training set has size𝑁 := |𝑆+ |+|𝑆− |,
consisting of independent uniformly random samples from {0, 1}𝑛 . Confidence intervals of 95% over 30
independent runs are displayed.
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Figure 4: Runtimes for explanations over the MNIST dataset. The training set used has size 𝑁 := |𝑆+ | + |𝑆− |.
Confidence intervals of 95% over 5 independent runs are displayed.

The encoding therefore has |𝑆+ | · |𝑆− | guarded cardinality constraints. Finally, in order to minimize the

distance 𝑑𝐻(�̄� , �̄�), note that a cardinality constraint∑
𝑖 s.t. �̄�[𝑖]=0

𝑦𝑖 +
∑

𝑖 s.t. �̄�[𝑖]=1
¬𝑦𝑖 ≥ 𝑛 − 𝑘

is equivalent to 𝑑𝐻(�̄� , �̄�) ≤ 𝑘. Therefore, by doing a binary search over the parameter 𝑘 (or a linear search if

the answer is expected to be small) we obtain a closest counterfactual explanation.

Results. On the discrete setting, Figure 3 displays experimental results over synthetic random data, com-

paring the performance of IQP and SAT solving. While our implementation of the former scales significantly

better than the latter, it is worth mentioning thatGurobiwas run using8 threads, whereascardinality-cadical
is a single-threaded program. On the continuous setting, Figure 4 displays experimental results for the

algorithms described in Theorem 2 and Proposition 4. We remark that the use of a library for fast NN-

classification such as FAISS [20] was key for performance in the computation of minimal sufficient reasons.

In general, our results suggest that for hundreds of features, and up to a thousand points, explanations can
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be computed in practice. A faster implementation in a lower level language, using pruning heuristics as

those of [16, 21], is part of our future work.

9 Final Remarks
Our work represents an initial step in studying the computational cost of generating explanations for 𝑘-NN

classifiers. As demonstrated, the landscape is nuanced, with the complexity of finding explanations varying

depending on the metric used. We believe that our results and proof techniques provide valuable insights

into the types of methods needed to practically address the explanation problems studied in this paper. A

summary of our results is shown in Table 1.

The kind of explanations we have studied are often said to be “local” [26,28], since they aim to elucidate

the behavior of a classifier in a local region of the space around an input point, as opposed to “global”

explainability which aims to provide insight into a classier as a whole. Recently, Bassan et al. studied

the difference between local and global interpretability from a computational-complexity perspective [12].

Interestingly, a recent line of work has studied the computational problem of thinning 𝑘-NN classifiers by

removing redundant points in the training set [21, 23, 52]. Arguably, this line of work contributes to the

global interpretability of 𝑘-NN classifiers, and in practice might serve to speed up the computation of local

explanations.

There are several intriguing directions for future research. First, we aim to clarify the complexity of

𝑘-Check Sufficient Reason for 𝑘 ≥ 3 in the continuous setting under the ℓ1-distance. Second, we seek to

explore 𝑘-Counterfactual Explanation for metrics based on ℓ𝑝 , where 𝑝 > 2. Specifically, we ask whether

ℓ2 is the only metric for which this problem is tractable. Lastly, we are interested in determining the extent

to which the NP-hard problems discussed in this paper can be approximated. For instance, can 𝑘-Minimum

Sufficient Reason, which is NP-hard in all the settings considered, be tackled using polynomial-time

approximation algorithms that produce a sufficient reason whose size is reasonably close to the minimum?

Table 1: Summary of complexity results.

Explanation Counterfactual Minimal Sufficient Reason Minimum Sufficient Reason

Metric space 𝑘 ≥ 1 𝑘 = 1 𝑘 > 1 𝑘 ≥ 1

(R, 𝐷2) P (Thm. 2) P (Thm. 3) P (Thm. 3) NP-c (Thm. 1)

(R, 𝐷1) NP-c (Thm. 3) P (Prop. 4) Open NP-h (Thm. 1)

({0, 1}, 𝐷𝐻) NP-c (Thm. 4) P (Prop. 6) NP-h (Thm. 5) NP-h (Thm. 1)
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